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 Manufacturing companies face issues due to demand for high-quality, affordable 

products. Since maintenance costs account for 60–70% of production costs, real-time 

fault detection is vital to lower maintenance expenses and extend equipment life. 

This article introduces a high-performance anomaly detection framework using edge 

computing for real-time industrial asset monitoring. Hardware and firmware were 

designed to perform critical tasks such as data acquisition, preprocessing, feature 

extraction, and algorithm training on the microcontroller unit (MCU), despite limited 

processing and memory. Using a 3-axis accelerometer for vibration signals, the MCU 

stores training data in Flash memory. An autoencoder with three hidden layers is 

trained on the edge device to model normal operating conditions, and reconstruction 

error of new data detects anomalies. This study is, to the best of our knowledge, the 

first to train an artificial neural network (ANN) on an MCU  for comprehensive edge-

based condition monitoring. achieved over 99.9% accuracy when validated on a 

centrifugal pump . 
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Introduction 
Rotating equipment, such as pumps and turbines, is critical to 

industry, and their failures can cause significant financial and 

safety issues. Therefore, methods like Condition Monitoring 

(CM) and Prognostics and Health Management (PHM) are 

used to detect faults at an early stage. Traditional maintenance 

relies on regular inspections, which can be costly and 

subjective. Recently, predictive maintenance has been 

gaining popularity through data-driven approaches using 

artificial intelligence and machine learning [1]. These 

techniques make use of the vast amount of sensor data 

available in industrial systems; however, processing and 

transmitting this data demand substantial communication and 

computing power. 

Cloud-based frameworks [3,4] for remote condition 

monitoring face challenges related to latency, bandwidth, and 

scalability [5]. Edge computing addresses these issues by 

processing data near its source [6], reducing dependence on 

cloud servers. Although earlier studies [5,7,8] implement 

trained models on edge devices, none achieve full on-device 

full on-device learning, as they rely on prior training on PCs 

or cloud platforms. 

This work presents a self-learning edge device capable of 

performing full data processing and model training locally. A 

deep autoencoder trained only on normal data acts as a 

novelty detector [10–12]. The proposed approach performs 

unsupervised learning directly on the MCU, unlike previous 

methods [13–18] that depend on pre-trained networks. This 

provides a low-cost, standalone, adaptive solution for real-

time anomaly detection. 

Methodology 

Our approach combines feature engineering, a novelty 

detector, and custom hardware, all optimized for on-edge 

deployment. Considering MCU limitations, we initially 

perform feature engineering on raw vibration samples, 

extracting a total of 87 features from the time, frequency, and 

time-frequency domains (Tables 1 and 2). 
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For anomaly detection, we use an autoencoder (Fig. 1), a 

neural network trained solely on data representing the 

machine’s healthy condition. The network learns to precisely 

reconstruct normal inputs; therefore, a high Mean Squared 

Error (MSE) on new, unseen data indicates a fault. We 

validate this method using a hydraulic test rig (Fig. 2) that 

simulates three common pump faults: cavitation, a vane tip 

fault (Fig.3), and an impeller crack (Fig. 4). The final device 

hardware (Fig.12) comprises an STM32H743ZI2 

microcontroller with 1 MB RAM, an accelerometer, an XBee 

wireless module, and two lithium-ion batteries. 

Training the network within the MCU’s 1 MB RAM limit is 

the main implementation challenge on the edge device. We 

address this with a batch-based learning approach. Once 

installed, the device begins a learning phase, collecting 400 

healthy samples. Instead of storing all data at once, it trains 

the network sequentially using four batches of 100 samples 

each. The memory allocated to each batch is overwritten 

immediately after processing, allowing the network to train 

on the entire dataset without exceeding RAM limits. 

Afterward, the device switches to monitoring mode. It 

periodically collects new data, computes the 87 features, and 

calculates the MSE. If the error remains normal, the device 

remains in low-power mode. If the MSE exceeds the pre-set 

anomaly threshold, it sends an alarm via the XBee module for 

operator review. 

Results and Discussion 

We first confirmed the effectiveness of our feature 

engineering; while the raw signals for healthy and faulty 

states look similar (Fig. 5), the extracted features, especially 

Wavelet Packet Decomposition (WPD), showed clear 

distinctions (Fig. 6). We then optimized the autoencoder 

architecture offline. A three-hidden-layer network performed 

best (Fig. 7). After optimizing the learning rate (Fig. 8) and 

dataset size (Fig. 9), we selected the final architecture detailed 

in Table 3. We validated the batch-based training on a PC. As 

shown in Fig. 10, the training loss remained stable across four 

batches. This PC-trained model, tested on 2800 faulty and 

600 unseen standard samples, achieved over 99.9% 

performance scores (Table 5). Fig. 11 and the confusion 

matrix in Table 4 displayed a near-perfect separation of faulty 

and healthy data. 

After verifying the architecture, the complete algorithm was 

transferred to the STM32H743ZI2 microcontroller. The 

device successfully carried out on-edge data acquisition, 

feature extraction, training, and anomaly detection (Fig. 13). 

Although training took longer on the MCU (466s compared 

to 3s on the PC, Table 6), the resulting model achieved near-

perfect classification metrics, with precision, recall, and 

accuracy all equal to 1. The MSE distribution (Fig. 14) 

distinguished healthy (<3) from faulty samples (MSE>500), 

demonstrating high sensitivity to abnormal behavior. 

These results confirmed that the proposed system can 

independently learn and detect faults directly on the edge 

device without external computing support. Despite the 

MCU’s limited processing power, it achieved accuracy 

comparable to that of offline training. 

Conclusion 

This paper presents a fully edge-based anomaly detection 

system for rotating machines that performs complete neural 

network training and inference on a microcontroller. Our 

framework enables on-device training using a batch-based 

method. This unsupervised online learning approach 

effectively overcomes key limitations of existing systems. It 

removes the need for unavailable faulty data and avoids the 

costly latency associated with cloud computing. Additionally, 

because training occurs on the edge, the device is highly 

adaptable and not limited to a single machine, unlike offline-

trained models. We developed a lightweight autoencoder and 

deployed the entire model, including its custom training 

algorithm, onto a low-cost, low-power MCU. The device can 

learn the unique healthy behavior of any attached rotating 

machine. Validation on a centrifugal pump confirms the 

device’s ability to detect faults with near-perfect accuracy, 

demonstrating the high sensitivity and effectiveness of the 

on-device-trained model. 
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 مقاله اطلاعات   چکیده 

شده    ارائه ای برای پایش بلادرنگ وضعیت تجهیزات صنعتی  مبتنی بر فناوری رایانش لبهنوآورانه  ، چارچوبی  حاضر  در پژوهش

استخراج  تا    ها پردازش دادهدریافت و پیش  از که تمام وظایف حیاتی    است  ای انجام شده به گونهافزار  ثابتافزار و  طراحی سخت  است.

با    ممکن باشد. میکروکنترلر،یعنی  ،  ایلبه  یبر روی گره  با وجود محدودیت حافظه و توان پردازشی   ها و آموزش الگوریتمویژگی

ی فلش میکروکنترلر،  ها برای آموزش در حافظهسازی دادهمحوره و ذخیرهسنج سهی یک شتابهای ارتعاشی به وسیلهدریافت داده

  هاخطای بازسازی دادهو    شدهآموزش داده    روی لبه  بر  سازی رفتار سالم ماشینپنهان برای مدل  یبا سه لایه  خودرمزگذاریک  

یک  است که    پژوهشیاولین    احتمالاً پژوهش حاضر،  شده،های انجامطبق بررسی.  استفاده شده استها  ناهنجاری  شناساییبرای  

بر روی لبه  میکروکنترلررا روی   عصبی مصنوعی  یشبکه است.    کرده   سازی پیاده  آموزش داده و کل فرآیند پایش وضعیت را 

با  می   پیشنهادی  که سیستم  دهدمیآزمایش چارچوب پیشنهادی روی یک پمپ گریز از مرکز نشان   تواند انواع عیوب پمپ را 

 . شناسایی کند% 9/99بالای  دقت
 

     04٫10٫3140  دریافت : تاریخ 

11٫03٫1404اصلاحیه :  تاریخ  

  29٫04٫1404  : پذیرش تاریخ

 

 واژگان كلیدی: 

 ای،  رایانش لبه

 آموزش برخط،  

تشخیص ناهنجاری،  

 خودرمزگذار،  

 آلات دوار.ماشین

 مقدمه   .1
و   ی،گاز  یهان یها، کمپرسورها، توربپمپاز جمله:    ،دوار  آلاتماشین ،  هامروز

  تواند یها مآن  یه رمنتظریغ  یو خراب  کنندیم  فایا  عی در صنا  یات ی نقش ح  یباد

، استفاده از  لذاشود.    یتلفات جان  یهنگفت و حت  یمال   هایمنجر به خسارت 

  ییشناسا   یبرا  2( PHMبینانه )پیش   سلامت  تی ریو مد  1( CM)   تی وضع  شی پا

.  ضروری استبار  فاجعه   یهای خراب   و جلوگیری از وقوع  هیدر مراحل اول  وبیع

زمان   ،هستند  یادوره   یها ی بازرس  ازمندین  ینگهدار  یسنت  یها روش بر،  که 

 هستند.  یبر قضاوت فرد   یمبتنی  و تا حد،  ادیز   یانسان  یروین  ازمندین  نه،یپرهز 

مهندسان،    یدهه   چند  رد و  پژوهشگران  پا  یهاروش گذشته،    ش ی هوشمند 

نگهدار تیوضع هز  منظوربه را    نانهیبش یپ  یو    ی نگهدار  یهانه یکاهش 

داده   آلاتن یماش همچنتوسعه  مداوم  یهاتلاش  نیاند.  و    یبرا  یگسترده 

از الگور  اخیر  ندیفرآ  یخودکارساز   ی هایهوشمند و فناور  یهاتم یبا استفاده 

اندازه   شرفتهیپ است  گیریبرای  شده  اطلاعات  ،انجام  مورد    بلادرنگ  تا  در 

احتمال  فراهم  یصنعت  یهادستگاه   تیوضع نواقص  و  ن  یشود  به    ازیبدون 

با این حال، موضوع ذکرشده    .شوندو برطرف    ییشناسا  یمداخلات مکرر انسان

های  ویژگی مجزا،  زیرا از یک سو، هر ماشین    های بسیاری همراه است؛با چالش 

به دارد  منحصر  را  دیگر،    خود  از سوی  داده و  از  است حجم وسیعی  ها  لازم 

 
1 Condition Monitoring  

  های روش پردازش شوند.    منابع محاسباتی گسترده   و با استفاده از  آوریجمع 

وضعیت   می به هوشمند  پایش  تقسیم  اصلی  گروه  دو  به  (  1شوند:  طورکلی 

 محور.  های داده روش   (2  ،های مبتنی بر فیزیکروش

حل اولیه برای شناسایی  عنوان راه سازی مبتنی بر فیزیک به مدل  هایروش( 1

که در شرایط خاص عملکرد    ،دند شها به کار گرفته میها در ماشین ناهنجاری 

از خود نشان می  از روش   [1]ند.دادخوبی  استفاده  این حال،  بر  با  های مبتنی 

از    ینیازمند دانش پیشین گسترده درباره   فیزیک سیستم و یک مدل دقیق 

ماشینی است که باید پایش شود. به وضوح مشخص است که یافتن مدل ریاضی  

  ، برانگیزپیچیده، چالش   یمنظور پایش وضعیت آن، کار دقیق برای هر ماشین به

 [ 2].غیرممکن است  اًو گاه

رویکردهای2 الگوریتم   ،محورداده   (  از  ماشینکه  یادگیری  هوش   و  های 

و    ی اخیرنویدبخش برای مقابله با مسئله   رهیافتید،  نکناستفاده می  وعیمصن

های مذکور با حجم  روش هستند.  های مبتنی بر مدل  روش  غلبه بر محدودیت 

داده  از  میوسیعی  ایجاد  ماشین  وضعیت  توصیف  برای  مدلی  کنند.  ها، 

ها، حسگرهای دما،  سنج قیمت بسیاری، از جمله: شتاب حسگرهای متنوع و ارزان 

می سنج کرنش و داده ها  برای  توانند  را  موردنیاز  الگوریتم های  های  آموزش 

2 Prognostics and Health Management  

https://doi.org/10.24200/j40.2025.65863.1730
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کنند.   فراهم  داده یادگیری  از  وسیع  حجم  این  مدیریت  حال،  این    ، هابا 

سخت چالش  نیازمند  و  گسترده برانگیز  ذخیره افزار  انتقال،  برای  و   ،سازیای 

 . هاستپردازش داده 

ها به  انتقال داده   موضوع  متعددی به  مطالعات،  ذکرشده  مشکلمنظور غلبه بر  به

پرداخته  ابری  طریق  ،اندسرورهای  از  داده   ها،آن   تا  آموزش  پردازش  و  ها 

برای  الگوریتم  مناسب  ماشین   پایشهای  شووضعیت  انجام  برخی  دآلات  در   .

بر    هایچارچوب   [4و    3]مطالعات، سلامت    ابرمبتنی  وضعیت  پایش  برای 

  3وو   های ارتعاشی پیشنهاد شده است.های صنعتی با استفاده از سیگنالماشین 

( از    [3](،2017و همکاران  های جریان و از جمله مبدل  حسگر،  50با بیشتر 

 سیان سی  هایها و ماشین ای پمپ های لحظه آوری داده جمع به    ها،سنج شتاب 

های  داده و    پرداختهیک میکروکنترلر و مبدل آنالوگ به دیجیتال    با استفاده از از

. اندانتقال داده به سرور ابری  4بیاکس  سیم یک ماژول بیحسگرها را از طریق 

سرور ابری برای ایجاد یک مدل    بر روی های یادگیری ماشین  درنهایت، الگوریتم 

 اند.شده های صنعتی استفاده  بینی جهت پایش ماشین پیش 

ای مجهز به  لبه   یابری، یک گره   رایانشطورکلی، در رویکردهای مبتنی بر  به

داده  داده برداری سیستم  ماشین ،  از  را  ارتعاشی  جمع های  آن ها  و  را  آوری  ها 

بی به گره صورت  یک  به  ابری   5مه   یسیم  سرور  درنهایت،  می   ارسالیا  کند. 

رفتار  هایالگوریتم  شناسایی  برای  ابری  سرور  روی  ماشین    های یادگیری 

های  با این حال، محاسبات ابری با محدودیت   شوند.استفاده می   غیرعادی ماشین 

ها  ها به سرور ابری و پردازش آنانتقال حجم زیادی از داده است.  عملی مواجه  

به این معنا    [5]،را به همراه داشته باشد تواند مشکلاتی مانند ایجاد گلوگاهمی

و   ،دلیل زمان پاسخ محدود سرور و پهنای باند شبکه، در انتقال، پردازشکه به 

و نیاز به استفاده    تجهیزاتشود. با افزایش تعداد  ها تأخیر ایجاد می دریافت داده 

حسگرها  متعدداز  مؤثر    ی  پایش  تشدیدآنبرای  اخیر  وضعیت    . شودمی   ها، 

؛ اما  تا حدودی حل کندتواند این مشکل را  استفاده از سرورهای قدرتمند می 

و ممکن است از نظر اقتصادی    دهدمیکلی سیستم را افزایش    یاین امر هزینه 

 د.نباش پذیر  توجیه 

مذکور  حل  برای  کارآمد  و  اقتصادی  راهکار  یک  ای،لبه   رایانش   ارائه   مشکل 

  مستقیماً  را آماری و ریاضی محاسبات انجام  و هاداده  پردازش  امکان دهد ومی

  فراهم  داده  یتولیدکننده   دستگاه  نزدیکی  در  میکروکنترلر  یک  روی  بر

پردازش اطلاعات منجر    یبه یک تغییر بنیادین در نحوه   اخیر  رویکرد  [6]کند.می

  با روش.  بهره نمانده استشده و پایش وضعیت تجهیزات نیز از این تحول بی

لبه  داده ایرایانش  مستقیم،  حسگر  گر   اًهای  تحلیل  لبه   یه در  و  پردازش  ای 

. در  دهدی باند شبکه و منابع سرور را کاهش م یبه پهنا ازیامر ن نایشوند، می

روشسال  از  پژوهشگران  از  برخی  اخیر،  توسعه   ایلبه   رایانش  های    یبرای 

وضعیت    هایچارچوب  کرده   بلادرنگ پایش  و  7،  5].انداستفاده    و  6پارک   [8، 

  یرایانه   یک  روی  بر  را  بازگشتی  عصبی  یشبکه   یک [5](،2018)همکاران  

  پای،رزبری   برد،تک   یرایانه   یک  به  را  آن  سپس  و  داده  آموزش 7( PCشخصی )

.  شود  استفاده  خلأ  اجکتور  یک  احتمالی  عیوب  تشخیص  برای  تا  اند،کرده   منتقل

 
3 Wu 
4 Xbee 
5 Fog node 
6 Park 
7 Personal Computer 
8 Qian 

  اندبرده   بهره  لبه  یگره   در  پیزوالکتریک  سنجشتاب   حسگر  یک  از  همچنین  هاآن 

  تحلیل   و  پردازش،  آوری،جمع   توانایی  که   کنند،  ایجاد  محورلبه   دستگاهی  تا

)و    8چیان   .باشد  داشته  را  هاداده  یک    [7](،2019همکاران   میکروکنترلراز 

STM32  برداریدیده و سیستم داده عصبی آموزش  یسازی شبکه برای پیاده  

و کنترل دینامیکی    بلادرنگ  یابیعیبتا دستگاهی برای    ،نداه خود استفاده کرد

 [ 8](،2021و همکاران )  9. هوانگ ایجاد کنند بدون جاروبک سیی دی موتورها

یک    با استفاده از  آنها.  اندکرده ای استفاده  رایانش ابری و لبه   هر دو مفهوماز  

را جمع داده   ،ایلبه   یگره  ویژگی های خام  و  آن آوری  از  را  ها استخراج  هایی 

  اندانتقال داده به یک سرور ابری    را  شدهپردازش های پیش داده سپس  .  اندکرده 

ابر ساخته    روی 10ل دوقلوی دیجیتا  مبتنی بر  ناهنجاری   تشخیص  یک مدلتا  

ای برای پایش مستمر ماشین  لبه   یمجدداً به لایه   مذکور  درنهایت، مدل.  شود

بالای انتقال داده به سرورهای    ی، هزینه اخیر   رویکرد  بااگرچه  .  منتقل شده است

پذیری  فاقد تعمیم   مذکور  چارچوب  ولی،  شده استابری و محاسبات ابری حذف  

اس   قابلیت  و که    [9]ت.یادگیری خودکار  معنا  این  مورد  به  به  در  قبلی  دانش 

خرابی  مشخصه   و  تجهیزات رایانه   منظوربهها  آن های  روی  مدل    یآموزش 

گره  شخصی به  آن  انتقال  سپس  و  ابر  ماشیننیاز  ای  لبه  ییا  هر  ،  است. 

  تجهیزی باید برای هر    اخیر  فرآیند  ،بنابراین  دارد؛فردی  منحصربه   هایمشخصه 

طورمجزا   به  دارد،  پایش  به  نیاز  دیگر، سیستم به   .شود  تکرارکه  ی  ها عبارت 

کنند و  شخصی و لبه کار می  یصورت ترکیبی از ابر و لبه یا رایانه به   مذکور

. بدین  کافی جامع و فراگیر نیست  یای به اندازه ها از هوش لبه آن   یاستفاده 

که   شود  انتخاب  باید  وضعیتی  پایش  الگوریتم  یک  که  است  واضح  ترتیب 

گره روی  بر  لبهمستقیماً  ببیند  ی  هزینه   و آموزش  تحمیل  بدون  ی  بتواند 

محاسباتی سنگین و بدون اطلاع از ماهیت خرابی پیش رو، قابلیت یادگیری  

 خودکار را داشته باشد. 

مناسب الگوریتم  و   ،انتخاب  مستقل  دستگاه  یک  طراحی  در  کلیدی  نقش 

در شرایط    کند.صنعتی ایفا می   آلاتبلادرنگ برای تشخیص ناهنجاری ماشین

تمامی   به  دسترسی  ماشین،  یک  غیرعادی  رفتار  شناسایی  هنگام  واقعی، 

  بنابراین، به الگوریتمی با عنوان  آن ممکن نیست.  عیوب  یبالقوه های  مشخصه 

یاد بگیرد و   11ی نوی  آشکارسازهای را  رفتار سالم ماشین  بتواند  نیاز است که 

از آن تشخیص دهد. مدل  را  ناهنجار و عیوب  توانند  های مذکور می الگوهای 

داده  روی  بر  جمع منحصراً  ماشین آوری های  از  نرمال  شده  وضعیت  در  آلات 

تحلیل    آموزش ببینند و هرگونه ناهنجاری در شرایط کاری را تشخیص دهند.

اصلیمؤلفه  نقشه 12( PCA)  های  خودسازماند ،  و ،  13( SOM)  ههای 

جمله  14خودرمزگذارها  در  یی  هاالگوریتم   یاز  پژوهشگران  توسط  که  هستند 

شده  استفاده  مختلف  و    ،خودرمزگذارها  [ 10].اندشرایط  بهترین  از  یکی 

الگوریتم معروف برای ماشین ترین  ناهنجاری  تشخیص  به   آلاتهای  شمار  دوار 

  ]18، و 12، 11[.روندمی

جامع    روشاز یک خودرمزگذار همراه با یک    [11](،2020)  و همکاران  معصوم

شناسایی   برای  ویژگی  ماشین   عیوبمهندسی  از  در  استفاده  با  دوار  های 

را با آزمایش آن روی    خود  اثربخشی مدل   و  ه های ارتعاشی استفاده کرد سیگنال 

9 Huang 
10 Digital twin 
11  Novelty detectors 
12 Principal Component Analysis  
13 Self-Organizing Maps  
14 Autoencoder 
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که روش پیشنهادی    انددریافته و    اثبات کردهبدون جاروبک  سی  دی   یک موتور

یادگیری   است  برخطبرای  و همکاران    .و کاربردهای بلادرنگ مناسب  احمد 

شبکه از  [  12](،2020) یک  با  همراه  خودرمزگذار  حافظه   ییک    یعصبی 

بلندکوتاه  ویژگی  15( LSTM)  مدت  استخراج  ارتعاشی  از سیگنال  برای  های 

 .اندکرده دوار استفاده    هایها در ماشینو تشخیص ناهنجاری خام  

هایی از جمله  شده، محدودیت تعبیه   کامپیوترهایدر رابطه با میکروکنترلرها و  

دلیل  حافظه  به همین  است.  پردازشی کم مطرح  توان  و  توان  نمی ی محدود 

مانند آموزش    و  های هوش مصنوعی و یادگیری ماشین را به سادگیالگوریتم 

  یا  )واحد پردازش مرکزی(  CPU  یا سرورهای قدرتمند با  تاپ ها روی لپ آن 

GPU  تقریباً نامحدود آموزش   یبالا و حافظه  سطح  (گرافیکی  پردازش)واحد

  عصبی   هایکنند که شبکه حتی تولیدکنندگان میکروکنترلرها پیشنهاد می.  داد

آموزش   از  رایانه پس  شخصیروی  منتقل    های  میکروکنترلرها    [ 13]شوند.به 

کتابخانه علاوهبه توسعه   ییها،  مصنوعی شبکه   یبرای  عصبی  روی   های 

هستند،  میکروکنترلرها  Tensorflow Lite forمانند:    موجود 

Microcontrollers   گوگلتوسعه توسط  از   CMSISS NN  [14]،یافته 

Arm،[15]  AI-CUBE-X    ازST،[16]    وTVM    ازApache.[17]    ،با این حال

روی    پس از آموزشکه شبکه    شده استفرض    ی مذکورهاتمامی کتابخانه در  

منتقل    میکروکنترلرهاهایی از اعداد به  کامپیوترهای قدرتمند به صورت ماتریس

از  . کنندپشتیبانی نمی   از آموزش روی دستگاه هاآن که اند، به این معنی شده 

ناهنجاری   تشخیص  برای  مستقل  دستگاه  یک  به  دستیابی  دیگر،  در  سوی 

. در همین راستا،  است  روی لبه بر  دوار مستلزم آموزش الگوریتم    آلاتماشین 

عنوان  به حلی برای این موضوع ارائه دهند.  اند راه برخی پژوهشگران تلاش کرده 

رن  همکاران  16مثال،  نام   [18](،2021)  و  به  نوآورانه    TinyOLسیستمی 

ها شامل  ند. مدل آناه )یادگیری ماشین کوچک با یادگیری آنلاین( پیشنهاد کرد 

استآموزشپیش از  یک خودرمزگذار   نامکه لایه   ،دیده  به  به   TinyOL ای 

  مسئولیت آموزش پس از انتقال  ؛ کهشده است  متصلنهایی خودرمزگذار    یلایه 

ها مدل را  در واقع، آن .  شبکه را در حالت آنلاین بر عهده دارد  یین لایه آخر 

کنند و کل مدل را بر می  17پس از انتقال به میکروکنترلر فقط تنظیم دقیق

بُبا  ها  دهند. آن روی لبه آموزش نمی از   Arduino Nano 33 رداستفاده 

BLE یدارای پردازنده  که Cortex™-M4     256مگاهرتز و    64  بسامدبا  

مدل خود را برای تشخیص ناهنجاری یک    است،  SRAM ی  کیلوبایت حافظه 

شده از فن  آوری ی آموزشی جمع داده   1000با  و    فن کامپیوتر آزمایش کرده

 دست یابند.   1برابر با    F118ی  اند به نمرهسالم توانسته 

ای برای  ی مستقل مبتنی بر رایانش لبه در پژوهش حاضر، یک افزار نوآورانه 

های دوار توسعه داده شده است؛ که با اتصال به یک  تشخیص ناهنجاری ماشین 

سنج دریافت  های ارتعاشی خام را از طریق شتاب تواند سیگنال ماشین دوار می

های مؤثر را از آن  های خام بپردازد، و ویژگی پردازش داده کند، سپس به پیش 

های آموزش بر روی لبه، یک  سازی داده استخراج کند؛ و درنهایت، با ذخیره 

فقط   با  میکروکنترلری  روی  کاملاً  را  حافظه   1خودرمزگذار  رم  مگابایت  ی 

صورت بلادرنگ آموزش دهد.  منظور تشخیص ناهنجاری در رفتار ماشین به به

  ای لحظه وضعیت    تایم مجهز است  ساین دستگاه همچنین به یک ماژول بی

 
15 Long Short-Term Memory  
16 Ren 
17 Fine-tune 
18 F1-Score 
19 Convolutional Neural Network  

  ، های هوش مصنوعی و یادگیری ماشینالگوریتم کند.  ماشین را به اپراتور ارسال  

با این  .  اندایفا کرده   ءاینترنت اشیا  مبتنی بر  هاینقش کلیدی در دستگاه   همواره

الگوریتم  آموزش  مذکورها حال،  دستگاه   ی  اشیاروی  اینترنت  تاکنون    ءهای 

؛ لذا در پژوهش حاضر، به مشکل مذکور پرداخته شده  بوده استبرانگیز چالش 

یعنی یک پمپ   یافته بر روی یک ماشین صنعتی،با آزمایش دستگاه توسعه و  

تحقق  مرکز،  از  به گریز  است.  شده  اثبات  نوآورانه  روش  دیگر،  پذیری  عبارت 

مدل  که  مطالعاتی  بیشتر  به برخلاف  را  خود  روی  های  بر  آفلاین  صورت 

داده  آموزش  ابری  سرورهای  یا  یک  کامپیوترهای شخصی  برای  فقط  که  اند، 

شده است که قادر به  ماشین خاص قابل استفاده هستند، ابزاری توسعه داده  

به  دوار  ماشین  هر  رفتار  ناهنجاری یادگیری  شناسایی  و  برخط  های  صورت 

 است.  الوقوع آن قریب 

بدین ادامه  حاضر  نوشتار  بخش  ی   در  است:  شده  سازماندهی  به  2ترتیب   ،

و الگوریتم تشخیص ناهنجاری پرداخته شده است. بر روی    مهندسی ویژگی 

بحث شده و در بخش    3سیستم آزمایش و طراحی معماری الگوریتم در بخش  

ای  های رایانش لبه ، معماری و مشخصات دستگاه ارائه شده است. توضیح روش 4

بندی نتایج پژوهش  ، و درنهایت، جمع 5و فرایندهای آموزش آنلاین در بخش  

 ، ارائه شده است.6حاضر در بخش  

 . روش پیشنهادی 2
 ها و مهندسي ویژگي پردازش داده . پیش .21

عنوان  های خام است و بهشامل استخراج اطلاعات مفید از داده   ،مهندسی ویژگی

برای کاهش    و  شودها در نظر گرفته می بنای شناسایی موفق ناهنجاری   سنگ

رود. بنابراین،  کار می ها به داده   یها و حذف مقادیر زائد در مجموعه ابعاد داده 

به    ایویژه توجه    ص عیوب،مرتبط با تشخی  نوشتارهایپژوهشگران در تمامی  

از روش  و  استفاده  این موضوع داشته  در مطالعات موردی خود  های مختلف 

  ی عصب  یهاشبکه   :مانند،  قیعم  یریادگی  یهاروش   ر،ی اخ  یها در سال .  اندکرده 

  20( RNNی ) بازگشت  یعصب  یهاو شبکه   ،، خودرمزگذارها19( CNNی )چش یپ

  ن یبا ا  [18، و12،  5]اند.شده استفاده    یریادگی   ندیفرآ  قیاز طر   یژگ یاستخراج و  یبرا

  یصورت دست را به  رمؤث یهای ژگیاند که وداده   حیترج پژوهشگران یحال، برخ

 ]11، و  8، 7، 3[ند.انتخاب کن 

  ،میکروکنترلرها توان پردازشی و حافظه در    مرتبط با  هایبا توجه به محدودیت 

هدف انجام کل فرایند روی لبه،    با  که اغلب به چند کیلوبایت محدود است و

برای  داده   سازیذخیره  عمیق  یادگیری  مدل  ساخت  یا  لبه  روی  خام  های 

ای  ها به گونه ترین ویژگی ها عملی نیست. در نتیجه، برجسته استخراج ویژگی 

د و مؤثرترین اطلاعات از  نهای نمونه کاهش یابکه ابعاد داده   شوندمی طراحی  

 . دنهای دوار استخراج شوهای ارتعاشی خام ماشین داده 

بندی  سه گروه اصلی طبقه   در  ، معمولاًناهنجاری  ی مرتبط با تشخیصها ویژگی 

. استفاده از سطح  بسامد  -زمان   یو حوزه   بسامد،  یزمان، حوزه   یشوند: حوزه می

  ی بیشینهو نسبت  ،  22، ضریب اوج21( RMS)  میانگین مربعات سیگنالمجذور  

به سیگنال  مؤثر مقدار  روش رایج  ،آن مقدار  ویژگی ترین  استخراج  های  های 

20 Recurrent Neural Network  
21 Root Mean Square 
22 Crest factor 
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کشیدگی   [19]هستند.زمان    یحوزه  پیک   23مقدار  مقدار  دیگر    ،و  از  نیز 

در  ،زمان هستند  یدر حوزه   مهمهای  ویژگی  همکاران  نوشتار    که  و  ویلیامز 

. اندکار رفته ای به های غلتشی و ساچمه در یاتاقان یابی  عیببرای    [20](،2001)

  ضریب شکل،    ضریب  :مانند  ،عدبُپارامترهای بی ، برخی  ی اخیر هادر کنار ویژگی 

و همکاران    24نوشتار ایکسیا   در  نیز  حاشیه  ضریبو    کشیدگی،  ضریبضربه،  

،  1جدول  در  اند.  یاتاقان استفاده شده عیوب در    بینیپیشبرای    [21](،2012)

  ، اندانتخاب شده   ی حاضرکه در مطالعه   ،زمان  یحوزه مرتبط با  های  تمام ویژگی 

 ها،میانگین داده  x،یهای خام ارتعاشداده  x،هااند؛ که در آن ارائه شده 
 هستند. ارتعاشی    یتعداد کل نقاط نمونه در یک نمونه   N، و   xنحراف معیار ا

برای استتتخراج    روشترین  رایج،  25  (FFT)  ستتریع  یستتتفاده از تبدیل فوریها

ستته    ،2جدول  در  .  بستتامدی استتت  یحوزهاطلاعات مفید از ستتیگنال خام در  

 FFT که براستا   بستامدی ارائه شتده استت،  یحوزهشتده در  ویژگی شتناخته

ی  ها در فرمول [12و   11].اندزمان محاستبه شتدهی  حوزه  های ارتعاشتیستیگنال

)،  اخیر )s f و  ستریع نمونه  یتبدیل فوریه ،if استت که    بستامدی( )is f  

 .شوددر آن محاسبه می

  آنالیز   در  بسامدزمان و    هایحوزه های  ویژگی موجود در  های  دلیل کاستی به

ویژگی سیگنال  غیرایستا،  بهترین  به   بسامد،  -زمان   یحوزه های  های  عنوان 

  یتبدیل فوریه  [22]اند.شده های غیرایستا در نظر گرفته ها برای سیگنالویژگی 

تبدیل موجک  ،  27( CWT)   تبدیل موجک پیوسته،  26  (STFTکوتاه )   -زمان

  مذکور   در گروه  29( WPDموجک )  یها بسته   یو تجزیه ،  28( DWC)   گسسته

های  در ماشین یابی  عیببرای    بسامد  -زمان  یحوزه های  ویژگی   گیرند.جای می 

در  .  اندبررسی شده   [11](،2020نوشتار معصوم و همکاران )  طور جامع دردوار به 

استخراج  به  WPD از  ،پژوهش حاضر برای  و مؤثرترین روش  بهترین  عنوان 

سیگنال به  ،  WPD  با استفاده ازشده است.  اطلاعات در این حوزه استفاده  

شود.  پایین و بالا، سطح به سطح تا سطح چهارم تجزیه می   بسامدهایهای  بخش

 
23 Kurtosis value 
24 Xia 
25 Fast Fourier Transform  
26 Short-Time Fourier Transform  

  یحوزه های  گره است، به عنوان ویژگی   16آخر، که شامل    یهای لایه انرژی گره 

سنج از  که از طریق شتاب   ،ارتعاشی  یشوند. هر نمونه انتخاب می   بسامد  -زمان

  یاست. پس از ذخیره   نمونه  ی نقطه   2048، شامل  آیددست می به هر محور  

هر  سی  دی  یجداگانه، بهره   یهای خام ارتعاشی سه محور در سه آرایه داده 

  29. سپس،  شده استنمونه حذف    یمحور با کسر میانگین آرایه از هر نقطه 

 شده است. ذخیره    87از هر محور استخراج و در یک آرایه با طول    ویژگی

 . الگوریتم شناسایي ناهنجاری .22
  یابی عیب   ایجاد یک دستگاه مستقل برای  حاضر  پژوهشاز  هدف  که    ییاز آنجا

استفاده    بندیطبقه های رایج  روشتوان از  ، نمی های دوار استبلادرنگ ماشین 

27 Continuous Wavelet Transform  
28 Discrete Wavelet Transform  
29 Wavelet Packet Decomposition  

   ی زمان.های حوزه. ویژگي1جدول 

Table 1. Time domain features. 
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 ی بسامد.  های حوزه. ویژگي2جدول
Table 2. Frequency domain features. 

Formula Description 
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شده از هر دو حالت سالم  گذاری های برچسب ها نیاز به داده آموزش آن کرد؛ زیرا  

. در این شرایط،  ندموارد در دستر  نیست بیشترکه در  ،و معیوب ماشین دارد

، از  ی حاضردر مطالعه .  های شناسایی ناهنجاری بهترین گزینه هستندالگوریتم 

 های شناسایی ناهنجاری، یعنی خودرمزگذارهایکی از پرکاربردترین الگوریتم 

است. خودرمزگذارها شبکه  پیش استفاده شده  و   30خور های عصبی مصنوعی 

های بدون برچسب  ورودی آموزش ببینند تا  توانند  که می   ،هستند   31کاملاً متصل 

کنند بازسازی  بخش    و  را  دو  خش  ب .33رمزگشا و   32رمزگذار :  هستندشامل 

را    آن  ابعاد  ی ورودی،در عین حفظ اطلاعات لایه   کندتلاش می   رمزگذار شبکه

بیند تا  آموزش می رمزگشا  بخش  .  دلخواه کاهش دهد  یاز طریق تعدادی لایه 

مرکزی در خودرمزگذار   یهای ورودی را از فضای ویژگی )که معمولاً لایهداده 

، خودرمزگذاری ساده با یک  1. در شکل خروجی بازتولید کند یاست( در لایه 

3 شود، که در آنی پنهان مشاهده می لایه  2 1,.., , ,nx x x x  ،بردار ورودی

f  وg  فعال هستندتوابع  سیگموئید  ،سازی  توابع  معمولاً  که 

( ) 1 / (1 )
x

x e
−

= تانژانت   + هایپربولیک    یا 

tanh( ) ( ) / ( )
x x x x

x e e e e
− −

= −  هستند.    +

به صورت  توان  ( را میy)   شدههای بازسازی و خروجی  (hها ) فضای ویژگی 

 :کرد  تعریف  2و    1روابط  

(1) ( )i ij j jh f W x b= + 

(2) ˆˆ( )j ji i iy g W h b= + 

داده  با  خودرمزگذار  ببیند،  اگر  آموزش  ماشین  سالم  حالت  به  مربوط  های 

معیوب به آن    یاما وقتی داده  .های سالم را بازتولید کندداده   اًتواند  دقیقمی

بنابراین بود.  نخواهد  آن  بازسازی  به  قادر  شود،  خط   ،داده  مربعات  ا  میانگین 

(MSE )34    یک شاخص عنوان  بهتواند  میبین ورودی و خروجی خودرمزگذار  

ماشین   معیوب  و  سالم  حالت  بین  تمایز  شود.  برای  نتیجه،  استفاده  در 

فرآیند یادگیری با استفاده از تابع  طی    در  های وزن و بردارهای بایا ماتریس 

های  داده   تاشوند  به نحوی تنظیم می   35انتشار پس   و الگوریتم MSEی  ه هزین 

 شود: انجام می  3ی  رابطه صورت  . این فرآیند به شوند  سالم بازسازی

(3) ( )
2

ˆˆ, , , 1

1ˆˆ( , , , ) arg min
n

i iw w b b i
L W W b b y x

n =
= − 

 
30 Feed-forward 
31 Fully connected 
32 Encoder 
33 Decoder 

  و   مخفیی  ه لایچندین  خودرمزگذار عمیق با    ی، یک شبکه پژوهش حاضردر  

طراحی    Cنویسی  با استفاده از زبان برنامه   انتشار برای آموزش آنپس الگوریتم  

با    مدلو آموزش    هامراحل استخراج ویژگی   یمربوط به تمام کد .  شده است

روی  ،  است C باز و کامپایلر، که یک محیط متن CodeBlocksاستفاده از  

  نوشته و   گیگاهرتز  8/1ای با سرعت  هسته اینتل تک   یتاپ با پردازنده یک لپ 

است شده  پیشنهادی   [23].اجرا  معماری  از  کاملی  جزئیات  بعد،  بخش  در 

 .ه استخودرمزگذار ارائه شد 

 . طراحي آفلاین معماری خودرمزگذار3
 . سیستم آزمایش .31

های پنهان،  تعداد لایه  از جملهپارامترهای خودرمزگذار،  تعیینبرای طراحی و 

هایی تحت شرایط  داده   مقرر شدو نرخ یادگیری،    ،ها در هر لایهتعداد نورون 

  سیستم . برای این کار، از یک  شوندآوری  سالم و معیوب از یک ماشین دوار جمع 

است شده  استفاده  هیدرولیکی  مرکز    ،آزمایش  از  گریز  پمپ  یک  آن  در  که 

مختلف    عملیاتیهای ورودی و خروجی در شرایط  شیر  استفاده از  تواند با  می

در این حین، نرخ جریان و فشار سیال با استفاده از روتامتر و دو  .  تنظیم شود

فشار در شکل  می  پایش گیج  آزمایش  سیستم  کلی  نمای  مشاهده    2شوند. 

 شود.  می

توان    ،دو قطببا  فاز  توسط یک موتور القایی تک توان ورودی پمپ گریز از مرکز  

برداری  ت تأمین شده است. یک دستگاه داده ول  220و ولتاژ نامی    ،یک اسب بخار

رد  بُ  محفظه،شامل    ت؛ کهربا به پمپ متصل شده اس با استفاده از دو آهن نیز  

.  است بوده    بیاکس  سیمو ماژول بی  ،سنجباتری، حسگر شتاب   ،STی  توسعه 

(  STMicroelectronics)تولید شرکت    STM32F429بُرد توسعه از نوع  

  1600برداری  سنج را با نرخ نمونه مگاهرتز، سیگنال شتاب   168با بسامد کاری  

از ماژول اکس استفاده  با  برای ذخیره   بیهرتز دریافت و  سازی  به یک سرور 

برای جلوگیری    هرتز  800  یگوشه   بسامدگذر با  یک فیلتر پایین کند.  ارسال می

  یبر این، دستگاه یک صفحه علاوه  شده است. استفاده  36الایسینگ   یاز پدیده 

زمان    و  شده شتاب ارسال   سیگنال های  تعداد سری که    دارد، دیسی ال  نمایش

 دهد. تغییر نقاط عملیاتی پمپ را نشان می 

34 Mean Squared Error  
35 Back propagation 
36 Aliasing  

Figure 1. an autoencoder with one hidden layer. 
ی پنهان.خودرمزگذار با یک لایه. 1شکل   

 
Figure 2. Experimental Setup. 

. نمای كلي از سیستم آزمایش.2شکل  
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گریز  های  رایج در پمپ   عیبسازی شرایط کاری معیوب پمپ، سه  برای شبیه 

 : سازی شده استشبیه   از مرکز

دهد که فشار مایع اطراف پروانه به  کاویتاسیون زمانی رخ می   .كاویتاسیون .  1  

حباب  به  و  تبخیر  مایع  نتیجه،  در  یابد.  کاهش  مایع  بخار  فشار  تبدیل   زیر 

حباب می که  زمانی  ناحیه شود.  به  منتقل  ها  بالاتر  فشار  با  منفجر  ای  شوند، 

به پروانه    هاکنند. برخورد این موج های شوک قوی تولید میو موج   شوندمی

شود. این عیب با بازکردن شیر خروجی پمپ و باعث فرسایش تدریجی آن می 

 .سازی شده استشبیه   آنشیر ورودی    همزمان  بستن

و فرسایش    ،به دلیل کاویتاسیون، خوردگی  عیباین    .37پره نوک    پریدگي .  2  

ه  سازی شدشبیه   3  شکل  مطابق،  پرهافتد. این خرابی با بریدن نوک  اتفاق می 

 . است

پره.3   روی  ترک  که    .  مشابهی  پریدگیعوامل  هستند،    پرهنوک    در  مؤثر 

سازی این  شبیه   ینحوه  ، 4  شکلدر  شوند.    پرهتوانند باعث ایجاد ترک در  می

 شود.مشاهده می پمپ    یعیب در پروانه 

 . آموزش آفلاین .32
معیوب    شترایطدر    آزمون  2800ستالم و   شترایطدر    آزمون  1000در مجموع،  

  :شتامل   ،پمپ  لیاتیعم  ینقطه  5های معیوب در  . تمام نمونهشتده استت  انجام

آوری  خرابی جمعانواع  لیتر در دقیقته برای    160و  ،  150،  140،  130،  120

تا   90، از  عملیاتی  ینقطه 12شترایط ستالم در  ی مربوط به  هاآزمونند.  اهشتد

های شتتاب پمپ در هر  ستیگنال،  5در شتکل   ند.اهلیتر در دقیقه انجام شتد  210

 شوند.مشاهده میو کاویتاسیون    سالمدو حالت  

 
37 Vane tip fault 
38 True Positive  

های ارتعاشتی خام برای شترایط ستالم و  طور که مشتخص استت، ستیگنالهمان

و تفکیک بین دو    دارندن  قابل توجهی  یها، تفاوتکاویتاستتیون، حتی در دامنه

مشتاهده   6طور که در شتکل  همانستیگنال مذکور خام، کار آستانی نیستت. اما  

 های مهندسی، قابل شناسایی است.  شود، کاویتاسیون با استفاده از روشمی

را نشان    بسامد  زمان و  هایحوزه های  به ترتیب ویژگی  (b)  6( و  a)  6های  شکل 

مذکور،  x محور  .دهندمی در معرفی   هایویژگی نام  مخفف    نمودارهای    شده 

  یتجزیه از  آخر    یهای لایه گره   انرژی(،  c)  6شکل  در    .است  2و    1  هایجدول 

زمان و    هایحوزه های  . در حالی که ویژگی شودمشاهده می  موجک  یهابسته 

  یحوزه های  ، ویژگی دهندنمی داری بین دو حالت نشان  معنی  تفاوت   بسامد،

های سالم و معیوب تمایز قائل  به وضوح بین حالت   (c)  6در شکل    بسامد  -زمان

های معیوب و سالم یک  موجک در تشخیص حالت   تحلیلکه    ، یعنیشوندمی

 . شتاب آن مؤثر است  ماشین دوار براسا  سیگنال 

عمیق    های خودرمزگذارهای پنهان در شبکه لایه ی  بهینه توجه به اینکه تعداد  با  

مدل    5ی حاضر،  برای تعیین تعداد بهینه در مسئله   به نوع مسئله وابسته است،

تعداد   با  )باهای  از لایه  مختلفخودرمزگذار  و  لایه(  9تا    1  مخفی  ، طراحی 

سالم    یداده   ینمونه  400فرآیند آموزش با استفاده از    ند.اه آموزش داده شد 

داده به و عملکرد مدل  یعنوان  انجام  از  آموزشی  استفاده  با    ینمونه  700ها 

و   پیش   سالم  ینمونه  600معیوب  ارزیابی  دیده   از  استنشده    یاندازه   .شده 

یعنی  )  هاها برابر با تعداد کل ویژگی های ورودی و خروجی در تمامی شبکه لایه 

تا بهترین    ه است،شد  تعیینبا آزمون و خطا  پنهان    یهر لایه  یو اندازه   (87

 . دست آیدهعملکرد ممکن ب

های آموزشی برای  داده  ها، خطای میانگین مربعاتمدل یپس از آموزش همه 

به  شبکه  سهنرمال  مجزاطور  هر  سطح  و  آستانه   -سازی  عنوان  به    یسیگما 

انتخاب شد  است.ناهنجاری  معن  ه  این  توسط شبکه    ابه  نمونه  یک  وقتی  که 

بر سالم است. علاوه   %7/99شود، با احتمال  بندی می سالم طبقه   ینمونه   عنوانبه

،  بازیابی،  دقت :های عصبی، از جملهمعیار استاندارد برای ارزیابی شبکه   4این،  

با    ه است؛ کهها استفاده شد برای ارزیابی عملکرد مدل   F1و امتیاز    درستی،

تعداد   )   مثبتموارد:  شمارش    مثبت ،  39( TN)  صحیح  منفی،  TP )38صحیح 

39 True Negative  

Figure 3. Vane tip fault. 
 . عیب پریدگي نوک پره. 3شکل 

 
Figure 4. Impeller crack fault. 

  شده بر روی پره.سازی. عیب ترک شبیه4شکل 

 

 

 
Figure 5. The vibration signal of the pump under healthy 

and cavitation conditions . 

 های ارتعاشي پمپ تحت شرایط سالم و كاویتاسیون. سیگنال .5شکل 
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محاسبه    7  الی  4  هایه با استفاده از معادل  41( FN)  کاذب  و منفی،  40( FP)   کاذب

 .اندشده 

(4) 
TP

Precision =   
TP+ FP

 

(5) Recall
TP

= 
TP+ FN

 

(6) 
TP+TN

Accuracy = 
TP+ FN + FP+TN

 

(7) 
2

1   
2

TP
F Score

TP FP FN


− =

 + +
 

شکل    در  واد ایپاک  ها با افزایش تعد میزان خطای بازسازی مدل (،a)  7در شکل  

7  (b،)  شوندمشاهده می   شدهاشاره   ارزیابی  معیار  4ها براسا   عملکرد شبکه  .

نسبتاً پایدار بوده    7تا    3هایی با عمق  فرآیند آموزش شبکه   (،a)7 شکل    مطابق

ها به مقادیر پایین و قابل قبولی همگرا شده است. با این حال،  و خطاهای آن 

در تمامی معیارها عملکرد بهتری نسبت    5شبکه با عمق    (،b)  7مطابق شکل  

مدل  سایر  شبکه به  بنابراین،  است.  داشته  لایه   ها  سه  )عمق  با  مخفی  (  5ی 

ی  . معماری شبکه ه استانتخاب شد   پژوهش  یعنوان مدل بهینه برای ادامه به

ی ورودی و دو  های لایه ارائه شده است. تعداد نورون   3در جدول    پیشنهادی

 عیین شده است.  ت  25و  ،  40،  87ی مخفی بعدی به ترتیب  لایه 

 
40 False Positive  

یادگ نرخ  انتخاب  با    مدلمناسب،   یری درخصوص  یادگیری    5انتخابی  نرخ 

داده  تعداد  با همان    ه است آموزش داده شد  آزمون،های آموزش و  مختلف و 

  025/0ز مقدار  های یادگیری به جرغم اینکه شبکه با تمامی نرخ. علی(8شکل  )

ند، مدل  اه و خطاها به مقدار تقریباً یکسانی همگرا شد   هطور پایدار آموزش دیدبه

معیار، عملکرد بهتری نسبت به    4از نظر    001/0دیده با نرخ یادگیری  آموزش 

41 False Negative  

 
Figure 6. (a) Time domain, (b) Frequency domain, (c) Time-frequency domain extracted features of the pump under healthy 

and cavitation conditions. 
 بسامد. -ی زمانحوزه (c)ی بسامد، حوزه (b)ی زمان، حوزه (a) شده از پمپ تحت شرایط سالم و كاویتاسیون در:های استخراج . ویژگي6شکل

 
Figure 7. (a) The reconstruction losses of five 

autoencoders with different depths, 

 (b) Performance of the networks with different depths. 

  (b) ،مختلفهای عمق به ازاء  خودرمزگذارهاخطای بازسازی  (a) .7شکل 

 های مختلف.عملکرد شبکه به ازاء عمق

  خودرمزگذار پیشنهادی. ی. معماری شبکه3جدول 
Table 3. The architecture of the proposed autoencoder. 

Activation Function No. of 

Neurons Layer 

Linear 87 Input 

Hyperbolic tangent 40 
1st hidden 

Layer 

Sigmoid 25 2nd hidden 

layer 

Hyperbolic tangent 40 
3rd hidden 

layer 

Sigmoid 87 Output 
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ادامه داشته استها  سایر نرخ  بنابراین، در  یادگیری    نوشتار حاضر،  ی.  از نرخ 

 شده است. استفاده    001/0

آموزش، مدل با استفاده از    ی مناسب برایمنظور تعیین تعداد داده به درنهایت،  

آموزش داده    001/0متفاوت و نرخ یادگیری    هایاندازه ی داده با  مجموعه  4

مطابق  های سالم،  خطای بازسازی داده   درنظرگرفتنبا    (.9شکل  )   ه استشد 

جزئی    اتعملکرد خوبی داشته و اختلاف  هادر تمامی حالت مدل  (،  a) 9 شکل

فقط  رسد که  نظر می   ( بهb) 9با این حال، براسا  شکل  شده است.  مشاهده 

سالم برای آموزش تمامی پارامترهای شبکه کافی نیست و با بیش    یداده   200

بیش احتمالاً  آموزش،    یداده   400از   مقادیر  برازش میمدل دچار  زیرا  شود، 

  یاند. بنابراین، اندازه یافته   کاهش  800و  ،  600،  200های  چهار معیار با اندازه 

بر این، در  علاوه .  برای آموزش مدل مناسب است  400  برابر با  داده   یمجموعه

است.    1ها برابر با  تمامی شبکه  یمقادیر بازیاب (  b)  9(، و  b)  8  (،b)  7های  شکل 

(  MSE) بازسازی   دهد که مقدار خطای، نشان می5ی  رابطه   این موضوع مطابق

نمونه  از  تمامی  بیشتر  بودهمقدار  های معیوب  پیش   و  آستانه  های  بینیتعداد 

شکل  این موضوع در  )  استشده  صفر    مساوی ها  شبکه   یدر همه  کاذبمنفی  

 (. نیز نشان داده شده است  11

یابی روی  پس از طراحی معماری خودرمزگذار لازم است تمامی فرایندهای عیب 

در  سازی و یک دستگاه مستقل برای شناسایی ناهنجاری ساخته شود.  لبه پیاده 

روی   خودرمزگذار  آموزش  با  چالش لبه رابطه  اصلی،  محدودیت    :شامل  ،های 

تمام میکروکنترلرهای موجود در بازار دارای    .هستندحافظه و توان پردازشی  

لازم    مگابایت هستند. بنابراین  1در حدود چندکیلوبایت تا  و محدود    یحافظه 

 و فرآیند استخراج ویژگی تا حد ممکن بهینه  ،مدل، الگوریتم آموزشی   است

ک باشند.  بر روی میکروکنترلرهای کوچ  سازیقابل پیاده   به طوری که    شوند؛

امکان ذخیره  دیگر،  داده از سوی  تمام  لبه  سازی  روی  برای آموزش شبکه  ها 

مرحله  بههای کوچک و مرحله صورت دسته ها به به همین دلیل، داده وجود ندارد.  

. این روش نیاز  بیندمی صورت ترتیبی آموزش  شوند و شبکه به ارسال می   لبهبه  

رلرها سازگار  های میکروکنتو آن را با محدودیت   دهدمی به حافظه را کاهش  

به می شبکهکند.  دیگر،  ذخیره   ،عبارت  با  حافظه   یابتدا  در  داده  دسته    یک 

می  داده  دسته   ؛شودآموزش  ذخیره    یسپس  حافظه  فضای  همان  در  بعدی 

  نوآورانه و ترتیبی  رویکردرای بررسی  ب.  یابدو فرآیند آموزش ادامه می   شودمی

  تایی100  یسالم، در چهار دسته   یداده   400، خودرمزگذار با استفاده از  مذکور

از    ٪10  ،. همچنین، در هر دستهه استروی یک کامپیوتر آموزش داده شد 

،  10شکل  در  ند.  اه انتخاب شد   آزماییراستی  یی داده عنوان مجموعه ها به داده 

تابع هزینه بر روی مجموعه آزمایی برای  های آموزش و راستی ی داده مقادیر 

ه  از طریق آزمون و خطا مشخص شد شود.  ی مذکور مشاهده می چهار دسته 

  ینیاز است و برای سه دسته ایپاک    150اول،    یکه برای آموزش دسته   است

رسد. بنابراین، کل فرآیند  مطلوب می  یبه نتیجه ایپاک  50بعدی، هر دسته با 

بر این، از آنجا که  . علاوهشودمیتکمیل    ایپاک  300آموزش در مجموع طی  

تابع   داده   هزینهمقدار  موازات  آزمایی  راستی  هایروی  روی  به  بر  آن  مقدار 

داده مجموعه استآموزش کاهش  ی  ی  بیش یافته  نشده   برازش، شبکه دچار 

 ست. ا

Figure 8. (a) The reconstruction loss, and (b) The 

performance of the autoencoder with three hidden 

layers and five different learning. 

های یادگیری  خطای بازسازی خودرمزگذار به ازاء نرخ  (a) .8شکل 

   های یادگیری مختلف. عملکرد خودرمزگذار به ازاء نرخ  (b) مختلف،

Figure 9. (a) The reconstruction loss, and (b) The 

performance of the autoencoder four different training 

dataset size. 
( خطای بازسازی خودرمزگذار به ازاء ابعاد مختلف از دیتاست a. )9 شکل

 ( عملکرد خودرمزگذار به ازاء ابعاد مختلف از دیتاست آموزش.bآموزش،)
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در   خطای11شکل  همچنین  مربعات ،    ناهنجار و    عادیهای  داده   میانگین 

های آموزشی  داده   MSE  مقادیر  که مطابق توضیحات اخیر،  شود؛مشاهده می 

ناهنجاری انتخاب شده است.    یعنوان آستانه سیگما به - سازی و سطح سهنرمال

توجهی بالاتر  طور قابلهای معیوب به نمونه   MSE شود که مقادیرمشاهده می 

قرار   آستانه  خط  می اندگرفته از  نشان  امر  این  خرابی .  به  شبکه  که    ، هادهد 

 .حساسیت بالایی دارد

سالم و معیوب در    هایآزمون نمونه مربوط به  ریختگیدرهم ماتریس  همچنین 

از خط    یداده   ییک نمونه   فقطارائه شده است.    4جدول   بالاتر  سالم کمی 

  با این حال هنگامی که عیب در پمپ ایجاد شده است،آستانه قرار گرفته است.  

بسیار بالاتری را به آن اختصاص   MSE ر دامق   ،با موفقیت  ه استمدل توانست 

  .   دهد

جدول  همان  در  که  معماری    5طور  با  خودرمزگذار  است،  شده  داده  نشان 

یادگیری  3در جدول  شده  ارائه  نرخ  از  با  و    001/0،  یادگیری  استفاده  روش 
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امتیاز    و  بازیابی و دقت  درستی  هماشین را ب  ناهنجاررفتار  قادر است    42ایدسته 

F1   شناسایی کندرا    %9/99  الایب . 

 .  معماری دستگاه4
ی لازم برای اجرای کل الگوریتم و توان پردازشی  با برآوردی از میزان حافظه 

یک    عنوانبه   STM32H743ZI2   ، میکروکنترلرموردنیاز برای آموزش شبکه

ارزان گزینه  پیاده ی  برای  بالا  با عملکرد  انتخاب شده  قیمت و  الگوریتم  سازی 

شامل یک    شدهداده توسعه   . دستگاهی آن توسعه داده شوداست تا تجهیز بر پایه 

یک   ،Arm Cortex-M7ی  هسته   با  STM32H743ZI2  برد میکروکنترلر

یونی، یک    -دو باتری لیتیوم ،LIS3DSHی  ه محورسنج دیجیتال سه شتاب 

  -12)شکل    و یک محفظه است ،بیاکس بی، آنتن ماژولاکس سیم  ماژول بی

 
Figure 10. Training and validation costs in batch-based 

training. 
های آموزش و  ی داده. مقادیر تابع هزینه بر روی مجموعه01شکل 

آزمایي. راستي  

 
Figure 11. Distribution of normal and abnormal data . 

 های سالم و ناهنجار. خطای میانگین مربعات دادهتوزیع  .11 شکل

 

 

 

 ریختگي. . ماتریس درهم4جدول 

Table 4. Confusion Matrix . 

 Predicted 

Healthy Predicted Faulty 

Actual 

Healthy 
599 (True 

Negative) 
1 (False Positive) 

Actual  Faulty 
0  (False  

Negative) 
2800 (True Positive) 

  . عملکرد مدل براساس معیارهای ارزیابي.5جدول 

.Table 5. Model performance score 

F1 

Score 
Accuracy Recall Precision Criteria 

0.9998 0.9997 1 0.9996 Score 
 

Figure 12. (a) Various components of the device, (b) 

Photo of the device. 
تصویری از دستگاه  (b)یافته، اجزاء مختلف افزار توسعه (a) .12 شکل

 .شدهساخته
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a.)    مگابایت    2و  ت رم  مگابای  1کند و  مگاهرتز کار می   480  بسامدمیکروکنترلر با

ذخیره   یحافظه  برای  سیگنال شتاب  دارد.کد    یفلش  دیجیتال،  های  سنج 

بیت    16  رزولوشنهرتز و    1600برداری  نمونه   بسامدارتعاشی را در سه محور با  

هرتز    800  یگوشه   بسامدبا    الایسینگ  -آنتییک فیلتر    بهکند و  دریافت می 

بیت بر ثانیه در  هزار    250ها را با نرخ  تواند داده میی  باکس  است. ماژولمجهز  

 متر ارسال و دریافت کند.    90یک دایره به شعاع تقریبی  

انرژی   مصرف  باتری،  با  دستگاه  مستقل  عملکرد  زمان  مدت  تخمین  برای 

طبق   است.  شده  گرفته  نظر  در  مختلف  کاری  حالت  دو  در  میکروکنترلر 

، جریان مصرفی این  STM32H7ی  شده برای خانواده فنی ارائه   هایمستند

  بسامد آمپر )در میلی 110حدود ( Run Mode) میکروکنترلر در حالت فعال

آمپر  میلی  15/0حدود  (  Stop Modeمصرف ) کم   مگاهرتز( و در حالت  480

  فقط قرار دارد و   مصرفکم  فرض در حالتصورت پیش میکروکنترلر به   [24].است

خارج    اخیر  ثانیه از حالت  5مدت تقریباً  ها به برداری و پردازش داده هنگام نمونه 

بار در    48بار، در مجموع  دقیقه یک   30برداری هر  شود. با فرض انجام نمونهمی

 روز میکروکنترلر فعال خواهد بود.  شبانه 

لیتیوم باتری  دو  از  استفاده  با  اسا ،  این  با ظرفیت  هر  یونبر    4000  کدام 

سال برآورد    2آمپرساعت، عمر تقریبی سامانه در شرایط عملیاتی حدود  میلی

ترکیب زمان می بر  این تخمین مبتنی  های کاری و مقادیر  بندی چرخه شود. 

عنوان برآوردی اولیه از قابلیت عملکرد  و به  بودهجریان مصرفی در هر حالت  

.  بلندمدت دستگاه بدون نیاز به تعویض یا شارژ مجدد باتری ارائه شده است

 ( ارائه شده است.b)  12ی نهایی در شکل  شده تصویری از دستگاه ساخته 

 ای. یادگیری برخط مبتني بر رایانش لبه 5
جزئیات یادگیری برخط الگوریتم و چارچوب تشخیص خودکار    کنونی،  بخشدر  

  ایرایانش لبه   برای  هاداده ، خط سیر  13شکل  در    ارائه شده است.ناهنجاری  
های ارتعاشی خام را از دستگاه دریافت و در  داده  ،سنج. شتاب شودمشاهده می 

 29،  سیدی   یکند. پس از حذف مؤلفه می  ذخیره   1×2048  با ابعاد  ایآرایه 

الحاق  به یکدیگر    مذکور  های ویژگیشود. آرایه ویژگی از هر محور استخراج می 

داده را    یکه یک نمونه،  دهندرا تشکیل می   1×87  با ابعاد  ایو آرایه   شوندمی

با ذخیره می برای آموزش    اولیننمونه در یک ماتریس،    100  یسازد.  دسته 

شود. این فرآیند تا زمان استفاده از هر چهار دسته در  آماده میخودرمزگذار  

می  ادامه  شبکه  آموزشآموزش  مدل  پایان،  در  حافظه یابد.  در  فلش    یدیده 
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استفاده میکروکنترلر   آتی ذخیره می برای  مربعات  خطای  .  شودهای  میانگین 

دسته  محاسبه تمام  برای  داده   یها  ماشین  هاتوزیع  سالم  شرایط    جهت   در 

  87پس از تکمیل مراحل آموزش،  .  رودکار میهای بعدی به سازی نمونه نرمال

میانگین  خطای و میکروکنترلر   شود می  مدل جدید وارد ییک نمونه از ویژگی 

آیا    مشخص شودکند تا  آن را محاسبه می   یشده تولید مربعات بین نمونه و باز

اگر وضعیت ماشین    یاز آستانه   مذکور  مقدار ناهنجاری بیشتر است یا خیر. 

  ، ناهنجاری باشد  یآستانه   حد  کمتر از MSE یعنی ، سالم تشخیص داده شود

  پس از چند دقیقه، بیدارو    روندسنج به حالت خواب می میکروکنترلر و شتاب 

 کنند.  می وضعیت ماشین را مجدداً ارزیابی    و  شوندمی

ناهنجاری بیشتر شود، ماژول   یاز آستانه جدید  ینمونه  MSE در صورتی که

را از طریق    های ارتعاشی خامبه همراه داده یک هشدار    شود ومی بی بیدار  اکس 

کند تا کارشناسان وضعیت ماشین  میبه اتاق نظارت ارسال    43بی پروتکل زیگ 

طور خودکار توسط میکروکنترلر هر چند دقیقه  را بررسی کنند. این فرآیند به 

  فناوری پذیری  تحقق اثبات    منظور. به شودطول عمر ماشین انجام می در  بار  یک 

روی  اخیر بر  دیگری  آزمایش  است،انجام شدسیستم  ،  تمامی    ه  آن  که طی 

داده  و    ،های داده، آموزش شبکهآوری دسته شده، از جمله جمع مراحل شرح 

.  شده استاجرا   طور خودکار توسط میکروکنترلرهای جدید بهبا داده   آزمون

  10سالم در    یداده   ینمونه   100شامل    ،داده  یدسته   4پس از آموزش مدل با  

ه  به شبکه ارائه شد  نشدهدیده سالم    ینمونه  86عملکردی مختلف پمپ،    ینقطه 

مپ  آزمون در شرایط سالم پ  57  سازی و این بارشبیه   کاویتاسیون  . سپساست

ه  بود 100 نیز کاویتاسیونوجود ها تحت شرایط تعداد آزمون  .ه استانجام شد 

هر دسته    آزماییراستی های آموزش و  ها و هزینه تمام داده    MSE مقادیر.  است

 شوند. استفاده   14فلش ذخیره شد تا برای ترسیم شکل    یدر حافظه 

نیز  a) 14، در شکل  10همانند شکل   با    آزماییراستی های آموزش و  هزینه ( 

  یدهنده که نشان   ،های بیشتر کاهش یافته است با دسته  آموزش خودرمزگذار

داده  با  مدل  که  است  واقعیت  سالم  این  بیش های  است.   برازشدچار   نشده 

 .  هستند  1  مساویهمگی    F1ز  متیادقت، و ا  ،معیارهای درستی، بازیابی 

آموزش دیده   بر روی میکروکنترلر  موفقیت با  شبکه  (،  b)14مطابق  بر این،  علاوه

طور که  ماشین را تشخیص دهد. همان   ناهنجارو    سالمشرایط    است  و توانسته

استمش قابل خص  اختلاف  مقادیر،  میان  و  نمونه    MSE توجهی  سالم  های 

های سالم همگی کمتر  سیگنال  MSE معیوب وجود دارد. در حالی که مقادیر

Figure 13. The algorithm flowchart for edge computing . 

 ای.  . فلوچارت الگوریتم رایانش لبه13شکل 
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است.    500های معیوب حدود  داده  MSE مقدار  یکمینه هستند،    3  مقداراز  

آموزش دیده است،   میکروکنترلر ای که بر رویدهد که شبکه این امر نشان می 

 است.  دیده  ای است که روی کامپیوتر آموزش  تر از شبکه حتی حسا  

نه  بنابراین، می الگوریتم    عیوب قادر به شناسایی    فقطتوان نتیجه گرفت که 

پمپ   این  در  از مرکزمعمول  بلکه می   گریز  ناهنجاری است،  بسیار  تواند  های 

های  های دوار را نیز تشخیص دهد. این ناهنجاری کوچک و جزئی در ماشین

یا    ،هاناچیز در یاتاقان   عیوبهای کوچک در پروانه،  توانند شامل ترک جزئی می

که شرایط عادی عملکرد ماشین را تغییر    ،جزئی دیگری باشند  عیبهرگونه  

در  دهن می مقایسه 6جدول  د.  دسته ی  ،  چهار  آموزش  کل  در    یزمان  داده 

  یمشخص است که زمان آموزش شبکه ارائه شده است.   میکروکنترلر کامپیوتر و

ی شخصی  ان آموزش آن در رایانه با زمتفاوت چشمگیری   میکروکنترلر  مشابه در

  .تر استکوچک بسیار ضعیف  میکروکنترلر دارد، زیرا توان پردازشی یک 

  

 گیری . نتیجه6
ماشینروش یادگیری  مصنوعی های  هوش  در   و  صنعتی  مسائل  حل  برای 

بر روی    ی ذکرشدهها اند. آموزش الگوریتمهای اخیر رشد چشمگیری داشته سال 

ویژه  به ،  های کارآمد، امری ضروری استحل برای دستیابی به راه  میکروکنترلر

های  شبکه روی لبه از    دیده های آموزش مدل که  در کاربردهای پایش وضعیت  

  دستگاه  روی  آموزش  حال،  این  با  [18]کنند.بهتر عمل میدیده  از پیش آموزش 

، یک روش  در نوشتار حاضر [17-13]ت.اس  گیزبرانچالش ای  امروزه مسئله حتی  

پیشنهاد    اخیربرای رفع مشکل   ایپردازش در لبه و یادگیری دسته   ینوآورانه 

  برخطچنین چارچوب یادگیری بدون نظارت و    یتوسعه ی  . انگیزه شده است

 بدین شرح است:  های دوار  برای تشخیص ناهنجاری در ماشین 

های مربوط به وضعیت سالم  به حجم وسیعی از داده     نظارتبا  های  روشدر   (1

ماشین معیوب  جمع به  است.  نیاز  و  داده وضوح  هر  آوری  برای  معیوب  های 

 .دارد، در صنعت غیرعملی است  پایشماشینی که نیاز به  

آفلاین روش(  2   برای  آموزش  کامپیوترهای شخصی  روی  نظارت  بدون  های 

و مدلی    داردفردی  های منحصربه مشخصه هر ماشین   ت.کارآمد نیسیابی  عیب

فقط برای همان ماشین    دیده است،آموزش  خاص  های یک ماشین  که با داده 

یک  هر ماشین، آموزش    منحصر به  هایآوری داده بنابراین، به جمع   .کاربرد دارد

آن  یابی منحصر به  برای عیب مدل    هرو استفاده از    یکمدل خاص برای هر  

تعداد  نیاز به پایش  ویژه زمانی که  ، بهفرایند . این  پرداخته شده استماشین  

 بر است. تجهیز باشد، بسیار دشوار و زمان  زیادی

  این رویکرد   حلی برای این مسئله باشد، اماتواند راه یانش ابری بلادرنگ می را(  3  

پرهزینه   داده  و  استبسیار  از  زیادی  نزدیکی ماشین انتقال حجم  از  به  ها  ها 

های بزرگ  این انتقال در مقیا   د.شو سرورهای ابری چالشی بزرگ محسوب می

و قدرت    بالا  یسرعت انتقال داده و    نیازمند سرورهایی با پهنای باند  ،صنعتی  و

که خود مانعی اساسی در اجرای این رویکرد به شمار    ،توجه استپردازشی قابل 

 .آیدمی

به    این محدودیت   منظوردر پژوهش حاضر  بر  تعدادی  ها و چالش غلبه  از  ها، 

  ه دوار استفاده شد   آلاتشده برای شناسایی ناهنجاری در ماشینشناخته   ویژگی 

انتشار خطا برای  مخفی و الگوریتم پس   یو یک خودرمزگذار سبک با سه لایه 

،  آوری داده . برای جمع ه استتوسعه یافت C نویسیآموزش آن به زبان برنامه 

مناسب طراحی    بردارییک سیستم متشکل از پمپ گریز از مرکز با سیستم داده 

صورت آفلاین روی این سیستم  آمیز مدل به. پس از آزمایش موفقیت شده است

الگوریتم آموزشی آن به یک   رایانه، کل مدل به همراه  از  استفاده  با  صنعتی 

توسعه  های دوار  ماشین   یابیل برای عیب مستق  افزاریمنتقل و   میکروکنترلر

است.  شد   داده توسعه   دستگاهاین  ه  برد  با  قیمت  ارزان   میکروکنترلر  یشامل 

یونی که امکان  های لیتیوم سنج دقیق، باتری ، شتاب STت  شرک  ازعملکرد بالا  

و    ،کنندفراهم می مجدد  سال بدون نیاز به شارژ    2حدود    به مدت  آن راکارکرد  

اپراتور   بیاکس  سیمماژول بی .  استبرای ارسال وضعیت بلادرنگ ماشین به 

داده است رایانه    مذکور  که دستگاه  نتایج نشان  به آموزش شبکه مانند  قادر 

روی    آن، بهتر از نتایج  میکروکنترلرروی    دیده برآموزش   حتی نتایج مدلاست.  

  ،بردزمان بیشتری می   میکروکنترلر. البته فرآیند آموزش روی  ه استرایانه بود 

تفاوت قدرت پردازش رایانه و   به  توجه  با  امری قابل درک  میکروکنترلرکه   ، 

 ت.  اس

 

 
Figure 14. (a) Training and validation losses of the 

network while training on MCU and 

(b) The healthy and faulty data MSEs after training the 

autoencoder on the MCU. 
آزمایي در طول آموزش با  ی آموزش و راستي( هزینهa). 14 شکل

  آموزش یهای سالم و ناهنجار در شبکهداده MSE (b) میکروكنترلر،

 . دیده  با میکروكنترلر

 . زمان كلي آموزش شبکه. 6جدول
Table 6. The total training time. 

 PC MCU 

Time (s) 3.095 466.02 
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